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a b s t r a c t

With the recent introduction of data recording sensors in exploration, drilling and production pro-
cesses, the oil and gas industry has transformed into a massively data-intensive industry. Big data
analytics has acquired a great deal of interest from researchers to extract and use all the possible
information. This paper presents an outline for predictive big data analytics to forecast and analyze
some downhole problems such as pipe sticking, dog leg and pipe failure depending on several variables.
Different methodologies were studied under big data, enabling the identification of the paradigm
change in data storage and processing while handling vast diversified data generated in a short span
of life. The evaluated data pattern sets are fed into different established predictive models and risk
prediction windows to highlight future irregularities for the prevention of accidents. Finally, the game
theory is used to evaluate the best predictive model to discover the optimal model for the identification
of downhole problems.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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ANN Artificial Neural Network
AVP Average Validity Percent
GTE Game Theory Explorer
HPC High-Performance Computing
IC Integrated Circuits
IoT Internet Of Things
JSON JavaScript Object Notation
LWD Logging While Drilling
MAE Mean Absolute Error
MPa Megapascal
MPP Massive Parallel Processing
MWD Measurement While Drilling
NE Nash Equilibrium
PBs Petabytes
RE Residual Error
REs Residual Errors
RMSE Root Mean Squared Error
RTDs Resistance Temperature Detectors
SAW Surface Acoustic Wave
SVM Support Vector Machine
TBs Terabytes

Nomenclature
◦C Degree Celsius
0 Degree
g Gram
M Sample mode (XP, Yp)
P Training sample
netpj Total of the node j’s inputs
Wji Weight value of the network
(D, Y) Sample space, D for m characteris-

tics, and Y for n category
C1, C2,. . . .., Cn Potential values
P(C1), P(C2),. . . .., P(Cn) Occurrence probability
H (C) System’s entropy
Ci Category
X Fixed the sample’s Characteristic
H(C |X = xi) Conditional information entropy
H(C |X) Conditional entropy
Pactual Actual data utilized in creating the

prediction model
PPredicted Equivalent predictive data that the

prediction model generates
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1. Introduction

Data are currently torrenting into every sector of the global
economy (Economist, 2010). Big data has become an increasingly
essential topic as an abundance of information is produced and
explored. The use of new tools and procedures to digitalize in-
formation on a large scale far beyond what was feasible with
conventional approaches termed "big data’’. Big data is a very
ambiguous term (Loh, 2011), usually requiring sophisticated data
storage, administration, analysis, and visualization tools due to
the size and complexity of the data sets (Chen et al., 2012).
Relatively few businesses were fully utilizing big data for their
strategic objectives (Ross et al., 2013). Big data analytics’ basic
tenet is that by analyzing massive amounts of unstructured data
from numerous sources, useful insights may be produced that
can assist businesses in transforming their operations and gaining
an advantage over their rivals (Chen et al., 2012). Data scientists
uncover more information on big data (Bile Hassan and Liu,
2020; Leung and Jiang, 2014) using various techniques like data
mining algorithms (Alam et al., 2021), data analytics methodolo-
gies (Jiang and Leung, 2015; Leung and Carmichael, 2010; Leung
and Jiang, 2015), machine learning (Ahn et al., 2019; Cuzzocrea
et al., 2020a,b), data extraction (Cuzzocrea et al., 2020a,b), and/or
computational and statistical modeling (Leung, 2018). Big data
analysis has the potential to benefit society.

One of the key phases of the oil and gas industry’s digitization
seems to be big data (BD) analytics. The oil and gas exploration
and production industries now generate enormous datasets on
a daily basis as a result of recent technological advancements.
According to reports, oil, and gas corporations are quite con-
cerned about maintaining these datasets (Mohammadpoor and
Torabi, 2020). Out of the data gathered in the oil and gas sec-
tor, only 5% is believed to be utilized, but as the petroleum
and natural gas businesses pursue their technological transition,
this percentage will rise dramatically. The upstream oil and gas
business is indisputably swamped with digital data. Several big
data technologies have been implemented for retail and mar-
keting, which provides greater space for growth in this sector
(Zhu et al., 2022). Big data processing techniques or technology
collects and handles a large amount of data (Mohammadpoor and
Torabi, 2020) since it analyzes data quickly and precisely helps to
solve complex problems. Through real-time recording, big data
technology discovers, examines, and extracts important informa-
tion from the bulk data (Hsu and Robinson, 2017), this aids in
identifying prospective trends and aid engineers in foreseeing
potential issues (Xue, 2020; Qilong, 2020). Big data technologies
are equally applicable in the oil and gas drilling industry. The
term ‘‘drilling’’ refers to the extensive set of procedures required
to build circular wells using excavation techniques. Numerous
measurement systems and sensors are used in the process of
drilling, as well as the ongoing advancement of the technology
of drilling (Xie et al., 2018). The analysis of the seismic, mud
logging and other important data generated during drilling can
be done using big data technologies, which forecast reservoir

characteristics, simulate drilling operations, and improve safety
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uring drilling (Xue, 2020; Qilong, 2020). Optimization of drilling
perations is gaining importance in the oil and gas industry
Liu et al., 2022a,b). Many Downhole problems are commonly
ncountered during drilling operations.
The term ‘‘downhole" problems refers to the difficulties in

rilling operations that create interruptions in soil tension around
he borehole. The common downhole problems encountered are
ipe sticking, pipe failure, dog legs, telescoping holes, key seats in
oles, shale problems, and lost circulation problems. The contact
etween the drilling mud, the formation, and the actual excava-
ion of the hole causes downhole problems (Hassan, 2018) what
eeps a hole open is the equilibrium between well bore mud
ressure and chemical composition on one side and pore pressure
nd soil pressures on the other (or stable). If this equilibrium is
isturbed, well-bore complications are likely to arise.
The utilization of big data analytics and associated methodolo-

ies to address downhole problems will be investigated. Big data
elps to reach the target by understanding the causes and plan-
ing remedies under controlled well cost (Lake, 2006). A better
utcome from big data will be achieved using a prediction model
nd algorithm (Pornaroontham et al., 2023). To achieve a better
utcome, three steps will be followed: Data mining involves
athering and processing data to identify patterns; algorithms
ill be used to incorporate these patterns based on predictive
odeling (Ren and Du, 2023), and game theory will be used to

ind out the best appropriate model.
The first stage in creating an algorithm for detecting down-

ole problems is gathering enough incident-free actual drilling
ata. Then the data are analyzed to create a pattern for the
ata processing model. This data will be used to create a set
f prediction models (after being cleaned and all outliers have
een eliminated). The topmost and bottommost borders of the
ecure operating windows (risk predictive windows) for such au-
horized actual operating parameters are then established using
he Residual Errors (REs) that were obtained when developing
he predictive analytics. During the safe operating window, it is
imple to monitor the actual diverging behavior of the streamed
orehole data in real-time. An anomaly will be deemed for each
arameter that falls beyond a predetermined safe operational
indow. The alarm can nonetheless go off if more consecutive
ata points over the predetermined threshold are identified as
utliers. A method called game theory is applied to choose the
ptimum algorithm model (Elmgerbi and Thonhauser, 2022; Wu
t al., 2022; Wang et al., 2022).

. Big data and its characteristics

Big data consists of unstructured (not ordered and text-heavy)
nd multi-structured data (containing many data formats arising
rom interactions between humans and machines) (Trifu and
van, 2016). The phrase big data (also known as big data analytics
r business analytics) identifies the magnitude of the accessible
ata collection. There are further properties of the data that make
t suitable for big data applications. IBM appropriately identifies
hese features as three V’s. These three V’s refer to volume,
ariety, and velocity (Pence, 2014). However, recent publications
ave added two additional V’s to provide a detailed explanation
f big data. The other Vs consist of veracity and value (Ishwarappa
nd Anuradha, 2015).
Globally, every sector has been profoundly transformed by big

ata (Baaziz and Quoniam, 2013). This technology can be used
n both the upstream and downstream sectors of the oil and
as industries. And under downstream, big data can be used in
efining, oil, and gas transportation, and upstream, it can be used
n exploration, drilling, reservoir engineering, and production
ngineering. It is a significant data source for the implementation
5865
of data analytical methodologies and techniques, like business
analytics, machine learning, and pattern matching, for a wide
variety of dependable big data analytical problems. Among these
concerns are the evaluation of tool dependability, modeling, pre-
diction, failure detection, dependability in tool geometry, manu-
facturing, evaluation, predictive maintenance, as well as lifetime
cost analysis (Khalili-Garakani et al., 2022).

The role of big data analytics is to manage and evaluate mas-
sive volumes of data, retrieve substantial knowledge and rele-
vant information, and acquire important ideas to allow efficient
decision-making through vast databases (datasets) that are grow-
ing rapidly (Fraden, 2010). In contrast to the usual enterprise data
warehouse setting, the big data environment needs magnetic, dy-
namic, and deep analytical capabilities (Fraden, 2010). The princi-
pal goal of this technology is to efficiently manage huge datasets
in a short period of time (Tiwari et al., 2018). These advance-
ments have facilitated the operational and strategic efficiencies
of enterprises.

Social networks such as Facebook and Twitter are the primary
generators of big data. Social network topology has a signifi-
cant influence on physical technical networks since the major-
ity of traffic is generated by social networking sites and linked
sites (Nair et al., 2014). Due to the fact that big data involves
large data sets and, in certain circumstances, complex problems,
it is highly essential to have access to creative and efficient
technology (Mohammadpoor and Torabi, 2020).

Big data technologies may be utilized to evaluate seismic ac-
tivity, mud logging, and logging data, to predict reservoir features,
simulate and decrease the drilling duration, and improve drilling
safety. Mathematically, in this technology, one-to-one relation-
ships are determined by fitting discrete data. If the amount of
information gathered is small, the outcome of the fitting might be
linear. Furthermore, the more and more data collected, the more
precise the resulting statistics. Within the era of big data, static
data are transferred into dynamic ones (Xue, 2020). As a result of
recent technological advancements, the Internet of Things (IoT),
fog computing, and cloud computing are now accessible to solve
data storage and calculation problems (Beckwith, 2013; Mounir
et al., 2018). Today, big data analytics is an indispensable tool
for organizations of all sizes and across a variety of sectors. By
embracing the power of big data, companies may get previously
impossible insights about their customers, their businesses, and
the world around them (Chen et al., 2012).

Big data is not the outcome of a single silver-bullet technol-
ogy, but rather the highly complementary combination of several
technologies and creative concepts (Perrons and Jensen, 2015).
Despite the fact that this type of analytics depends on solid data
science foundations, there are a number of key considerations
for putting these approaches into effect (Kezunovic et al., 2020).
The storage and processing of large data sets, as well as the
transformation of large data, sets into knowledge, are the primary
challenges connected with big data. It is often believed that the
massive amount of big data means that useful information is
hidden and must be unearthed, but analysts cannot simply intuit
the data’s value content (Shull, 2013). In any industry, big data
analytics can give new perspectives. It may result in the accu-
rate identification or forecasting of new scientific hypotheses,
consumer behavior, societal phenomena, weather patterns, and
economic situations (Jayalath et al., 2014). Table 1 compares
traditional data and big data analytics.

3. Big data in oil and gas

The recent technological advancements have caused the oil
and gas exploration and production industries to create massive
datasets every day. According to reports, handling these datasets
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Table 1
Traditional vs Big Data Analytics.
Parameters/
Characteristics

Traditional Data Analytics Big Data Analytics Reference

Data Storage Isolated proprietary servers Private or public or hybrid cloud
Velocity low to moderate depending on business volume Velocity is high Lukić, (2017)
Structured data Data is structured Data may be structured, semi-structured, or

unstructured
Rajendran et al.
(2016)

Analytics Provide previously collected data and status
reports

Need for real-time, direct feedback from the
consumer, sentiment analysis

Shukla et al.
(2015)

Data sources Trusted homogeneous sources providing
organizational and trading pattern data

Heterogeneous sources providing data such as
Google searches, social media, sensor data,
streaming data

Almeida, (2018)

Data processing Centralized Distributed Lukić, (2017)
Object of analysis Sample from the known population From entire population Rajendran et al.

(2016)
Data volume Business volume, and extent of digitization Very high Almeida, (2018)
Database
technology

Rational data sources NoSQL data sources Lukić, (2017)

Data size Very small Large size Xu et al. (2016)
Data usage Easy to handle Difficult to handle Xu et al. (2016)
System
configuration

Normal system configuration is sufficient High system configuration is required Shukla et al.
(2015)

Database tools Traditional tools are enough special kind is required Lukić, (2017)
Data functions Normal functions are enough Special kinds of functions are required Rajendran et al.

(2016)
Data time Traditional data is produced every hour or day. However, big data is produced more often, mostly

per second.
Shukla et al.
(2015)

Stability of data Stable as well as interrelated Uncertain and unstable relationship Xu et al. (2016)
is a significant challenge for oil and gas businesses. In several
upstream and downstream oil and gas sector activities, these
datasets are captured in numerous formats and produced in vast
quantities (Belhadi et al., 2019; Kamble and Gunasekaran, 2020;
Tiwari et al., 2018). This aspect of big data is evident in several
oil and gas industry sectors, including exploration, drilling, and
production. During oil and gas exploration, seismological reports
produce a vast quantity of information that is utilized to create 3D
and 2D representations of the underlying strata (Mohammadpoor
and Torabi, 2020). Tools like Measurement While Drilling (MWD)
and Logging While Drilling (LWD) send data to the surface in
real-time (Mohammadpoor and Torabi, 2020). The analysis of
decisions in the petroleum and natural gas industries is enhanced
by the processing and analysis outcomes of such data. Oil and
gas reservoir exploration and development, the development of
oil production, and capital budgeting are reliant on the modeling
and processing of massive data sets. It is necessary to implement
a High-Performance Computing (HPC) system in order to reduce
the time of data processing and give results of efficient real-
time data processing (Hsu and Robinson, 2017). The oil and gas
industry mainly depends on emerging technology to enhance and
improve its capabilities and aid in the discovery of more energy.
Here are some significant applications of big data analytics in the
oil and gas industry.

3.1. Upstream sector

3.1.1. Manage seismic data
In order to identify potential petroleum sources, upstream

nalysis begins with the collection of seismic data (using sensors)
cross a potential area of concern. Once the data has been col-
ected, it is processed and evaluated to establish a drilling site.
ombining seismic data with other data sets (such as a company’s
revious data on prior drilling operations and research data) may
elp estimate the amount of oil and gas in oil reservoirs (Panes
t al., 2022).

.1.2. Optimize drilling processes
Customizing predictive models that predict future equip-

ent failures is one method to enhance drilling operations. The
5866
machine is initially equipped with detectors to gather informa-
tion. This data and equipment information (model, operational
parameters) are analyzed using machine learning techniques to
identify usage patterns that are probable to cause equipment
failure (Baaziz and Quoniam, 2013).

3.1.3. Improve reservoir engineering
The data needed to improve reservoir production may be

gathered using a variety of downhole sensors (sound sensors,
pressure sensors, and temperature sensors). For instance, busi-
nesses may develop reservoir management software employing
big data analytics to get quick and actionable data on changes
in the pressure of reservoir, temperature, flow, and acoustics in
order to improve reservoir performance and profitability.

3.2. Downstream sector

Big data predictive analytics may help oil and gas companies
improve their asset management by lowering the amount of
time. Comparing the equipment’s previous operating data with its
present operating data is the first stage in conducting an analysis
of the equipment’s performance. The performance forecast is then
further adjusted by taking into account the device’s final needs
and failure scenarios. After that, maintenance professionals are
given the expected performance of the device so that they can
make decisions about, for instance, the replacement of this asset
(Khalili-Garakani et al., 2022).

3.3. Midstream sector

The petroleum sector is highly complicated when it comes
to logistics, and the primary objective is to move oil and gas
with as much danger as is humanly feasible (White et al., 2019).
Sensor analytics are used by businesses to verify that their energy
products are transported in a secure manner. The analysis of
sensor data from pipelines and tankers by software designed
for predictive maintenance may identify irregularities (such as
fatigue cracks, stress corrosion, seismic ground movements, and
so on), allowing for the prevention of accidents (Kadry, 2020).
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. Downhole problems

As a result of improvements in drilling techniques, explo-
ation for oil and gas operations is currently being conducted
ore regularly than ever before at rock depths of hundreds of
eters. Downhole circumstances can be challenging (Ren et al.,
019). Some of the challenging downhole circumstances include
trong abrasive development, pressure exceeding 207 megapas-
als (MPa), temperatures above 200 ◦C, shocks and vibrating
evels above 15 g, horizontal paths instead of a normal vertical
orehole, and others (Carter-Journet et al., 2014a,b). This phe-
omenon has a detrimental effect on the uptime of systems,
roductivity, the costs of maintaining such systems, and the op-
rational dependability of service providers and drilling operators
Carter-Journet et al., 2014a,b; Beckwith, 2013). The most typical
ownhole issues are pipe sticking, pipe failure, dog legs and
elescopic holes (crookedness of hole), key seats in holes, shale
roblems, and lost circulation problems.

.1. Pipe sticking

When excavating deep, high-pressure wells in geologically
ifficult locations, pipe sticking is one of the most common chal-
enges that might arise, and it can be both expensive and haz-
rdous. Basically, there are three main types of pipe sticking.

.1.1. Mechanical sticking
The pipe gets stuck because of mechanical factors such as dis-

orted wellbore geometry, an undergauge hole, poor hole clean-
ng, key seating, junk in the hole, cement related problems, and
ollapsed casing (Elmgerbi and Thonhauser, 2022). When drilling
hrough particularly major formations, pipe sticking may some-
imes be an undesired consequence. An unstable wellbore has a
reater risk of caving in, collapsing, or sloughing (flowing inward).
y reinforcing the wellbore and utilizing an appropriate mud
ystem that is compatible with the formation physically and
hemically, mechanical sticking caused by wellbore instabilities
an be prevented. Lake (2006). In directional drilling, a small
ole will be made into the side of the wall by the drill string
otating with a side force (lateral force) acting on it (groove).
hese grooves can be found on undetected ledges along washouts
r at doglegs (Lake, 2006).

.1.2. Differential sticking
A portion of the drill pipe becomes stuck in the mud cake as a

esult of this circumstance. This takes place when the pressures in
he wellbore and those in the formation are extremely different
rom one another. Hydrostatic pressure, formation pore pressure,
and content, well bore diameter, the radius of drill collar, mud
ressure, contact area (drill collar and mud cake), coefficient of
riction, depth of well, mud weight, cake thickness, and specific
ravity of the mud are the contributing factors (Lake, 2006). If
he angle of a well is less than 50, it is deemed straight. Even in
straight, deep hole, deviations of 60 to 80 are allowed (Kayode
nd Lami, 2020). For example, in a 1000 meter well, if the angle
s10◦, drift or displacement is 1000 x Sin 10 = 1000 x.01745 =

7.4 m; for 20, drift per 1000 m = 35 m; for 30, the said drift
s 52.5 m and so on increasing with angle. As such contact with
ole wall is likely and unavoidable.

.2. Dog leg

Dog leggings are a huge problem in drilling. No hole is pre-
isely vertical, and every hole has a tendency to spiral, according
o recent surveying methodologies. A dogleg is a problematic

ircumstance that occurs from a sudden shift in hole deviation t
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inclination and/or azimuth). The factors contributing are dog
eg angle, dog leg severity (degree per 10 m), length of string
elow key set, and change in azimuth over the interval (degree
φ). Drill pipe or drill collars experience bending forces at the
og leg point. As a result, there are large variations in axial
tress in the pipe cross-section. It is maximum at the outside
oint and minimum at the inner point. However, string rotation
uickly moves these locations, and high-degree stress reversal
ccurs at every cross-sectional location. When the stress exceeds
ts limiting value, fatigue failure of the drill pipe or drill collar
ccurs. A thrust force on the formation in contact with the pipe
nters play at the dog leg point as a result of the pipe bending
nd string tension attempting to straighten the same. A keyhole
an be dug using this thrust force on drill pipe tool joints with
otating energy.

.3. Pipe failure

Drill string pipes are made up of two separate components:
he pipe’s body and its connector. However, for drill collars, the
onnection is weaker than the body’s strength. A new drill pipe’s
onnection (tool joint) is stronger than its body. The drill pipe
ails at the tool joint, while the drill collar fails at the connection.
he most frequent failures are due to mud clogging and tool joint
ailure (which accounts for 50% of fishing jobs).

. Analysis of downhole problems using big data

Big data predictive analysis can be implemented to find the
est method for detecting downhole problems, which will help
il and gas firms in identifying trends and predicting occurrences
hroughout their operations to swiftly respond to disturbances
nd enhance operational efficiencies. By using big data tech-
iques, the focus will be on analyzing existing data to make
ccurate forecasts of future events. The general steps involved in
he prediction technique are categorized into five groups.

(a) Collection of downhole drilling data using sensors.
(b) Extraction, processing, loading, cleansing, and storage of

the data, in addition to other data-collecting pre-proced-
ures.

(c) Additional calculation, analysis, and data mining on the
acquired data

(d) Intelligent modeling using big data technologies to forecast
future downhole problems

(e) Use of risk predictive windows to implement early safety
warnings and identification of the downhole problem based
on association relationships.

.1. Collection of downhole drilling data using sensors

The sensors mounted on drill pipes and equipment collect a
arge volume of data, which is crucial for the predictive model.
he oil and gas industry is known for its large purchases of
arious types of sensors, such as acoustic sensors, temperature
ensors, and pressure sensors (Xie et al., 2018). These sophisti-
ated sensors are used to capture, measure, and collect a vast
ssortment of downhole drilling operations, environmental data,
nd dynamic data.
The temperature sensor measurement can be air temperature,

iquid temperature, or the temperature of solid matter. The most
idely utilized temperature sensors in contemporary electronics
re thermocouples, thermistors, Resistance Temperature Detec-
ors (RTDs), and semiconductor-based Integrated Circuits (IC) (Li
t al., 2022). Acoustic sensors have a broader function than just
he detection of sound waves. The role of acoustic sensors extends
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Table 2
Downhole Problems, factors, and impacts.
Downhole
problems

Factors Impacts Reference

Pipe Sticking Hydrostatic Pressure, Formation Pore Pressure,
Sand Content, Well Bore Diameter, Radius of Drill
Collar, Mud Pressure, Contact Area (drill collar
and mud cake), Coefficient of Friction, Depth of
Well, Mud Weight, Cake Thickness, Specific
Gravity of Mud

Equipment failure
Stress Occurs
Property damage, including clean-up and recovery
costs, lost product value, and operator property
damage.

Haghshenas et al.
(2008)

Dog Leg Dog Leg Angle, Dog Leg Severity, Degree per
10 m, Length of string below key set, Change in
azimuth over the interval, (Degree ∆ φ)

Harm to local water and air pollution Lyons et al.,
(2012)

Pipe Failure Torque, Diameter of the tool joints, Drill Collar
Size

Vibration of Equipment
Stress Occurs
Death of any person
Explosion or fire not intentionally set by the
operator.
Operator, product, and property harm.
Equipment failure

Rezaei et al.
(2015)
beyond the detection of sound waves. Specifically, their use for
sensing mechanical vibrations in solids for the manufacture of
microbalances and Surface Acoustic Wave (SAW) devices grew
in popularity (Fraden, 2010). In oil and gas applications, pressure
sensors are used extensively, with the measurement procedure
involving almost all pressure categories, including gauge, abso-
lute, differential pressure, high pressure, and micro differential
pressure. Pressure sensors can be categorized according to the
method by which they can sense pressure changes, strain gauge,
piezoelectric, capacitive, manometers, and bourdon tube.

There are thousands of sensors strategically placed to monitor
he site. A significant number of sensors are required by the
igitalized oilfield process to collect data through modeling, mon-
toring systems, real-time data optimization, and control drilling.
onitoring is done for a number of characteristics, including
ibrations, pressure, fluid flow rate, temperature, and fluid stuck
p. Real-time performance is evaluated by pipe modeling and
isualization, and parameters are logged.
Several characteristics are monitored, and data is captured at

egular intervals, providing frequent assessments of the down-
ole environment, drilling output, and downhole characteristics.
he operator will be provided with real-time, discontinuous, and
iscrete downhole drilling data, from which the engineer will
e able to extract the temperature, vibrations, pressure, fluid
low rate, and other measured variables that may contribute to
ssues downhole such as pipe sticking, dog legs, and pipe failure.
he downhole failure, parameters, and their effects are given in
able 2.

.2. Big data storage and management

The downhole drilling data obtained is an enormous, un-
tructured, and complicated data collection that is challenging
or conventional data processing technologies to manage (Chen
t al., 2014). The information gathered by the sensors is multidi-
ensional, and due to the ever-increasing amount of data being
reated, quicker and more effective methods of data analysis have
ecome necessary. Along with the necessary infrastructures for
toring and managing enormous data, there are also specific tools
nd methodologies for big data analytics that are essential for
aking successful judgments at the proper time (Elgendy and
lragal, 2014). There are techniques and tools which can analyze
process, decode, and interpret) the operation status and the
hange in parameters simultaneously (Kale et al., 2015; Pritchard
t al., 2016). The data are gathered by drilling operators or service
roviders, and downhole data acquired from global geographic
5868
drilling operations will continually amass and grow in quan-
tity, ultimately becoming a dataset that exceeds the storage and
processing capacity of a single server (Chen et al., 2014). Multi-
ple distributed servers are used to store, transmit, and process
the collected data before extracting, transforming, and loading it
into different databases for advanced analytics. These data are
very large, ranging in size from Terabytes (TBs) to Petabytes
(PBs) (Meeker and Hong, 2014). Moreover, large data sets may
have considerable variability, hindering the data processing and
administration, and varying integrity as a result of data incon-
sistency, incompleteness, complexity, delay, deceit, assumptions,
and horizontal scalability to merge dissimilar information (Chen
et al., 2014; Elgendy and Elragal, 2014; Hu et al., 2014). Relational
databases, data marts, and data warehouses are classic techniques
for storing and retrieving structured data.

Several solutions, such as distributed databases and Massive
Parallel Processing (MPP) databases for delivering high query
productivity and platform stability, as well as non-relational
databases, were utilized for big data. Non-relational databases,
such as NoSQL, are created to store and manage non-relational
data. NoSQL seeks huge scalability, a flexible data format used for
streamlined creation and deployment of applications. Compared
to relational database systems, NoSQL decouples data storage
and management. These databases emphasize scalable, high-
performance data storage and enable data administration oper-
ations to also be done at the application level as opposed to
database-specific languages (Bakshi, 2012).

After storing the data, it has to be analyzed using big data
tools and techniques. According to (He et al., 2011), there are
four essential needs for processing large amounts of data. The
foremost prerequisite is rapid data processing. Due to the fact
that disk and internet traffic conflicts with request performance
during performing data, it is vital to minimize the time necessary
for performing data. The next criterion is the speed of query
execution. Many queries are response-time essential due to the
demands of high workloads and real-time requests. As a result,
the data placement structure needs to be able to maintain high
query processing rates as the number of inquiries grows quickly.
Consequently, the prerequisite for large-scale data collection is
the efficient use of storage capacity.

Due to limited disk space, it is essential that data storage must
be carefully handled throughout processing and that challenges
regarding the storage of the data should be minimalized. The
quick expansion in user behavior might need extensible storage
space and processing speed. The ability to adjust well to workload
patterns that are extremely dynamic is the final need. Massive
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atasets are processed by a variety of applications and consumers,
or a variety of purposes in a diverse range of ways, requiring the
perating system to be highly adaptive to unforeseen processing
ynamics and not specific to each of these workload patterns (He
t al., 2011).

.3. Big data analysis

.3.1. Challenges in big data analysis
Data mining is the extraction of relevant information and

nsights from large datasets using statistical and computational
ethods. Data mining is an integral part of big data analytics,
hich entails processing, analyzing, and interpreting large and
omplex datasets to discover patterns, trends, and insights that
an assist organizations in making informed decisions. Nonethe-
ess, data extraction for big data analytics is not error-free. During
he data collection process, these errors can influence the qual-
ty and dependability of the insights generated from the data
Amirian et al., 2015). Examples of common data collection errors
nclude:

• Sampling errors: When the sample data used for analysis is
not representative of the population as a whole.

• Measurement errors: When the data collected is not accu-
rate or trustworthy.

• Data entry errors: Errors in data entry occur when informa-
tion is erroneously recorded.

• Processing errors: Errors in processing occur when data is
improperly processed.

ata cleansing, data validation, data normalization, and data
ransformation are some of the methods used by data mining and
nalytics practitioners to reduce the likelihood of these errors.
ata cleansing is the process of identifying and rectifying data
rrors and inconsistencies, such as absent values, outliers, and
uplicate entries. Validating data involves validating its accuracy
nd completeness, such as by ensuring that all required fields
re populated. The normalization of data entails transforming
he data into a standard format, such as converting all dates to
common format. For example, consider a scenario in which a
rilling company wishes to improve the precision of its drilling
perations by analyzing data collected from downhole sensors.
he collected data include measurements of temperature, pres-
ure, and other parameters that help the company determine
he characteristics of the drilled rock formation. Nevertheless,
rrors may occur during the data collection procedure, such as
aulty sensors or incomplete data due to technical issues. These
rrors can result in erroneous analysis and may lead to drilling in
he incorrect location, resulting in increased costs and decreased
fficiency (Liu et al. 2022).

.3.2. Tools and technologies
The gathered downhole drilling data must be processed quickly

nd precisely. Apache Hadoop, Map Reduce, MongoDB, and Cas-
andra are widely used big data analysis tools, with Cassandra
eing utilized extensively in the oil and gas sectors. Through
eal-time recording, big data technology discovers, examines, and
xtracts important information from a mass of data. MapRe-
uce and Hadoop implement parallel processing models and
rameworks for doing large data analytics with effectiveness,
ependability, scalability, and manageability (Hu et al., 2014),
nd mostly their technological architecture comes from Apache
adoop.
5869
5.3.2.1. Apache Hadoop. Hadoop is known for its open-source,
extension-based platform used for distributed big data analysis
programs that derive from the Apache open-source project. It is
also a sort of software architecture that distributes processing
on massive amounts of data (Le, 2022). Linear expansion is the
main feature of this platform, which is extremely portable and
compiled in Java. The MAD system helps to load data files into
the disturbed file system and run them in parallel to MapReduce
computation of data. Using Hadoop, data can simply be copied
and loaded, which is later interpreted by MapReduce at pro-
cessing time instead of loading time. Herodotos Herodotou et al.
(2011) Hadoop can process all types of data sources, also it can
adapt to any changes occurring in the data sources (Cuzzocrea
et al., 2011). In terms of data warehousing, Hadoop is quite
effective. Any node performance concerns lack an impact on the
server because the Hadoop data is stored and backed up on a
minimum of three nodes. The data is accessible without the user’s
permission. Hadoop falls short, however, in terms of datasets and
real-time analysis. Currently, implementing Hadoop’s data ware-
house is a prudent solution. The initial release lacks compliance
with other high-level programming languages.

5.3.2.2. Map reduce. Map Reduce is a parallel programming ap-
proach, derived from ‘‘Map’’ and ‘‘Reduce’’ in functional program-
ming languages that is appropriate for processing large amounts
of data. It is Hadoop’s central processing unit and is responsible
for data processing and analytics (Cuzzocrea et al., 2011). The
MapReduce paradigm is built on adding additional computers
or resources as opposed to expanding the processing power or
storage capacity of a single computer; in other words, scaling out
as opposed to scaling up [Data Science and Big Data Analytics
(2012)]. In order to minimize the time required to accomplish a
work, the core concept of MapReduce is to divide it into subtasks
and execute them in parallel (Cuzzocrea et al., 2011).

5.3.2.3. Peer-to-peer networks. This technique employs a decen-
tralized and distributed network architecture that interconnects
millions of devices. As each system node is capable of storing
data, the storage capacity is almost endless. Message-passing
interfaces allow each node to communicate and share data. This
interface supports the hierarchical master/slave paradigm, which
enables the effective utilization of the slave’s computing re-
sources through dynamic resource allocation (Datta et al., 2006;
Nguyen et al., 2020; Singh and Reddy, 2015). The primary disad-
vantage of this interface is its lack of fault tolerance, as there is
no method for addressing errors. Consequently, the fai lure of a
single node might result in the shutdown of the entire network.
The system also has a connectivity bottleneck, which hinders data
synthesis and processing in real-time.

5.3.2.4. MongoDB. This is written in C++, a document-oriented
technology using a NoSQL database based on JavaScript Ob-
ject Notation (JSON). NoSQL database technology has the ability
to manage large datasets, like documents. JSON is based on
JavaScript, which can process data and build a list of value pairs
or a collection of values. MongoDB offers a flexible and adaptable
framework that may be altered to meet all the needs of different
clients (Trifu and Ivan, 2016).

5.3.2.5. Cassandra. It is particularly effective in situations where
spending extra time learning a difficult system can provide you
with a lot of power and flexibility. It also uses NoSQL data tech-
nology and is column-oriented (Hashem et al., 2015).

5.4. Intelligent modeling using big data technologies to forecast fu-
ture downhole problems

The fundamental objective of the model is to monitor the
anomalies during the observed downhole performance charac-
teristics with utmost precision and time. Therefore, the infor-
mation that will be used for training and building models must
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atch particular criteria. The first and foremost requirement is
hat the data should be free of error. Secondly, the collected
ata must have a suitable size. At the beginning of each phase,
he data sets collected in the first few hours will be utilized to
rain and build the model. Depending on the data resolution, the
ime required to collect adequate data sets to be used as inputs
ill differ depending on the rig (data sampling frequency). The
atterns of data sets derived from downhole drilling data utilizing
ig data analysis are incorporated into the prediction model,
hich will assess the environment in the well hole. The model
ill focus on identifying and forecasting three major downhole
roblems (pipe sticking, dog leg, and pipe failure).
Various approaches have been presented thus far to identify

arly indications and create warnings for the major prevalent
ownhole challenges. Even though most modern developments
ave sought to address the evident shortcomings of the older
nes. These are limited, particularly for real-time applications,
hich was the main impetus for the discussed function. This
aper provides a predictive model which can identify and charac-
erize the frequent indicators of unwanted downhole accidents at
heir earliest phases (Tsuchihashi et al., 2021; Wang et al., 2020).
he selection and classification of training data frames have a
ubstantial effect on these models’ performances.
Wang et al. (2020) introduced the work on recognizing the

ost prevalent undesired downhole occurrences using a novel
achine learning-focused approach. The method utilizes real-

ime data from downhole drilling to identify anomalous cir-
umstances. The first method was used to classify the drilling
rocess, while the second algorithm was used to find anomalies.
he approach was evaluated to determine its ability to discern
etween typical and irregular downhole drilling circumstances
ith a negligible rate of false alarms. For discovering underlying

ncidence early, there must be similarities in the perspective. Mi-
or modifications in the well configuration (setup) or downhole
ircumstances will result in an entirely different situation. Conse-
uently, a substantial number of false alarms are anticipated (Lee
t al., 2021).
Classical models such as linear regression, penalized regres-

ion, partial least squares, Support Vector Machines (SVM), and
rtificial Neural Network (ANN) for nonlinear regression are used
enerally as learning techniques (Xaio, 2015; Bishop, 2006; Vap-
ik, 1995). It has been found that these models are effective
n solving a wide variety of problems in a variety of sectors,
uch as engineering, finance, and healthcare, among others. As an
xample, linear regression is frequently utilized when attempting
o predict the connection between two variables, but SVM are
requently utilized when attempting to classify data (Hastie et al.,
009).
Classification and regression trees are the most popular tech-

iques for developing analytics of explorative data and prediction
odels (Loh, 2011; Xaio, 2015; Breiman et al., 2017). These
odels make use of a hierarchical framework that divides the
ata into subsets, which makes it possible to identify compli-
ated patterns within the data. Primarily, the prediction model
sed here comprised three learning techniques: ANN, Decision
ree algorithm (Quinlan, 1986), and Support vector algorithm to
evelop a prediction model that can detect downhole problems.
hese models have been extensively studied in the literature and
ave exhibited promising results in various applications (Breiman
t al., 2017). The purpose of combining multiple learning tech-
iques was to create a reliable and precise prediction model

apable of detecting anomalies in downhole data.

5870
5.4.1. Learning algorithm using ANN
The ANN model is designed and studied using Neuroshell

2V4.0, an accessible commercial neural network analysis, and
modeling application program (El-Abbasy et al., 2014). Estab-
lished data for a selection of parameters are utilized for training
the ANN throughout to provide quality prediction models based
on the ANN. The collected parameter data sets are divided into
different aspects, such as 60% for training and 20% each for testing
and validation. Fig. 1 depicts the predictive model (flow chart) to
identify the downhole problems using big data.

The data set is used according to the above, 60% of the training
data sets are used to train the network, while the testing data sets
are modified or trained continuously and rectified by modifying
the weight of the network links. Error-back propagation neural
network, or BP neural network, is the main ANN model. This
comprises three parts: an input layer, a hidden layer, and an
output layer. f(x) = f(x) = 1/(1+e^-x) commonly adopted, the
learning set has M sample mode (XP, Yp). For the P training
sample (P = 1, 2, . . .M), the total of the node j’s inputs is recorded
as netpj, while its outputs are recorded as

Opj, netpj =

N∑
j=0

WjiOpj = f (netpj), (1)

Unless the initial weight value of the network is chosen arbitrar-
ily, the error between the network output and anticipated output
dpi for each input sample P may be represented as

=

∑
EP =

⎛⎝∑
j

(dpi − Opj)2

⎞⎠ /2 (2)

Correction formula of weight value of the network

Wji = Wji (t) + ηδpiOpj (3)

δpj =

{
f
(
netpj

) (
dpi − Opj

)
, output

f
(
netpj

)∑
k δpkWkj, input

(4)

5.4.2. Learning algorithm using decision tree algorithm
A decision tree is a non-parametric, guided learning approach

that is used for regression and classification applications. It fea-
tures a tree-like, hierarchical structure with a root node, branches,
internal nodes, and leaf nodes. The information theory-based
decision tree algorithm (Kamble and Gunasekaran, 2020) incor-
porates the ID3, CART, and C4.5 algorithms. The ID3 algorithm is
the ancestor of the C4.5 and CART. The ID3 algorithm works as
follows:

• Entropy of categorization system information
Consider the sample space (D,Y) of a classification system,

where D represents for sample (m characteristic) and Y refers for
n category, and where C1, C2, . . . .., Cn are the potential values.
Each category’s occurrence probability is denoted by P(C1), P(C2),
. . . .., P(Cn).This categorization system’s entropy is:

H (C) = −

n∑
i

P (Ci) .log2P (Ci) (5)

In discrete distributions, the occurrence probability P(C i) of
category Ci may be calculated by dividing the occurrence time of
that category by the entire sample size. For continuous distribu-
tion, zone-by-zone discretization is often necessary.

• Conditions-dependent Entropy
Based upon the definition of conditional entropy, the condi-

tional entropy in the categorization is the informational entropy
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Fig. 1. Predictive model (flowchart) to identify the Downhole Problems Using Big Data.
hen a fixed sample’s characteristic X is considered. Since the po-
ential values of this Characteristic X include x1, x2, . . . . . . . . . , xn,
t is necessary to fix it in the computation of conditional entropy,
very possible value must be fixed. Following this, the statisti-
al expectation is calculated. Hence, the possibility of sampling
haracteristic X value xiisPi, the conditional information entropy

when this characteristics is fixed as value xiisH(C |X = xi), and
H(C |X) is the conditional entropy when Characteristic X is set in
the classification method (X = (x1, x2, . . . . . . , xn))

H (C |X) = P1H (C |X = x1) + P2H (C |X = x2) + . . .. . .PnH (C |X = xn)

=

n∑
i=1

PiH (C |X = xi)

(6)

The provided algorithm is intended to be autonomous in iden-
tifying and categorizing the downhole event, since the drilling
5871
sector is moving towards to the new digital age to limit social
intervention, especially for key choices connected to security and
the sustainability.

5.4.3. Learning algorithm using support vector algorithm (SVM)
The SVM model (Hansen, 2020) successfully overcomes many

of the flaws of the ANN optimizing approach. On the basis of
the idea of structural risk reduction, the SVM model ensures
the teaching approach’s generalizability. In addition, the SVM
optimization procedure may also be transformed into a prob-
lem of nonlinear optimization. Thus, the algorithm’s worldwide
efficiency can be ensured, and the neural network’s locally op-
timal problem can be solved. In addition, the support vector
machine has a rigorous conceptual and analytical basis that elim-
inates the experience aspect of neural networks. Furthermore,
the SVM model can be extended to multi-class classification
problems by applying either the one-vs-one or one-vs-all meth-
ods. The SVM builds a classifier for each pair of classes in the
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ne-vs-one method, and the final prediction is reached by casting
vote between these classifiers. The SVM builds a classifier for
ach class in the one-vs-all method, and the prediction is then
ade by choosing the class with the highest score.

.5. Model setup stage

After developing all the prediction models, they are assessed
y applying the same training and development datasets. Utiliz-
ng the validation dataset, all created model’s performances are
valuated. Each model’s evaluation is based on specific mathe-
atical validation criteria (Al-Barqawi and Zayed, 2006; Zayed
nd Halpin, 2005). The accuracy and error of the different al-
orithm models are then verified then using the validation data
et. The model with the minimum error, best accuracy, and best
odel performance is selected.

IP =

{
n∑

i=1

⏐⏐⏐⏐1 −

(
Ei
Ci

)⏐⏐⏐⏐
}

∗
100
n

(7)

AVP = 100 − AIP (8)

MAE =

∑n
i=1 |Ci − Ei|

n
(9)

fi =
1000

1 + MAE
RMSE =

√ n∑
i=1

(Ci − Ei)2

n
(10)

E =

√
(Pactual−PPredicted)

2
(11)

here AIP is the Average Invalidity Percent, AVP is the Average
alidity Percent, RMSE is the Root Mean Squared Error, MAE is the
ean Absolute Error, RE is the Residual Error, Pactual is the Actual
ata utilized in creating the prediction model and PPredicted is the
quivalent predictive data that the prediction model generates.
All three models are evaluated based on the above equations.

o anticipate the mistake, Eqs. (7) and (8) display the average
alidity/invalidity percentages (i.e., AVP and AIP). The model is
aid to be sound for AIP values around 0.0 but is not robust for
IP values near 100. Likewise, the Root Mean Square Error (RMSE)
s computed by the Eq. (11). RMSE value should be near zero if
he model has high efficiency. The Mean Absolute Error (MAE)
s given by equation (Chen et al., 2012) and has a range of zero
o infinity. Reliable yields should be around zero (Trifu and Ivan,
016). MAE can also determine the fitness function fi of the given
odels (Trifu and Ivan, 2016), given in Eq. (10). The equation
uggests if a model’s fi value is near 1000, considered to be valid.
lse it is taken as invalid. In the next stage, using equation (Chen
t al., 2012), the Residue Error (RE) is calculated for every single
ata point independently in all three models.

.6. Risk-predictive windows

This step begins by running two required sub-functions, one
f which determines the threshold value that may be used as
benchmark to track the real-time performance of prediction
odels. While the second function’s primary responsibility will
e to determine the configurations of the risk-predictive window
safe operational window sizes) for the continuous drilling pro-
ess when the model identifies the concerned downhole problem
pipe sticking, dog leg, pipe failure), which eventually will alert
he alarms and propose the user to make the decision. Real-time
ata fluctuations caused by sensor faults or other causes might
rigger a false alert; this can be avoided by removing dubious data
oints.
5872
.7. Use of game theory to evaluate the best predictive model

The use of game theory (Wen et al., 2000) can helps to identify
he most possible model to predict downhole problems, with
ash Equilibrium (NE) being one of the main concepts in this
heory. By solving the game theory model, this NE will indi-
ate the best possible model. Game theory is a useful additional
oncept that data scientists can apply to predict how rational
ngineers will make decisions. The major components that help
n analyzing a data-driven decision-making problem include the
et of options or choices available. The set of outcomes is based on
hese choices. A decision analysis based on game theory would be
romising for finding the optimal risk criteria for downhole prob-
ems. Prediction of the downhole problem has been challenging.
n general, the workflow chart can be summarized as follows:

1. Identify two cases, i.e., entities with conflicting interests
2. Find the models for each case
3. Obtain the payoff table with case A’s model in rows and

case B’s model in columns. The payoff of case A should be
listed in the first table, and that of case B be listed in the
second table

4. Can use Game Theory Explorer (GTE) to find the NE
5. Analysis of the NE and locating the model that minimizes

downhole problems

ssumptions used in game theory for selecting the best algorithm
n downhole drilling:

• Rationality: All agents, such as the drilling operators or
software algorithms, are assumed to be rational decision-
makers who aim to maximize their own utility or payoffs.

• Complete information: All agents have complete informa-
tion about the game, including the rules, strategies, and
payoffs. In this case, the drilling operators and algorithms
have access to all the relevant data and information about
the downhole drilling process.

• Non-cooperative behavior: All agents behave non-cooperat-
ively, meaning they do not form alliances or coordinate their
actions with others. In this case, the drilling operators and
algorithms act independently to maximize their own utility.

• Zero-sum game: The selection of the best algorithm can be
viewed as a zero-sum game where the total payoff of one
agent is equal to the total loss of the other agent. For exam-
ple, if the drilling operators choose the wrong algorithm, it
may result in increased drilling time and costs.

• Simultaneous moves: The drilling operators and algorithms
make their decisions simultaneously. In other words, the
selection of the best algorithm is made based on the avail-
able data at the time, such as cumulative drilling hours and
temperature.

The first step in constructing a game theory analysis is to
rite down the names of the entities involved. The major aspects
re ANN, SVM algorithm, and the decision tree algorithm. The
econd step is listing the most relevant choices available in each
ase to solve the problems. For example, in the case of each
odel, one can consider data performance and economy. The

hird step involves creating the scenario matrix. The advantage of
aving a scenario matrix is that it reveals all conceivable decision
ombinations and allows you to consider each one individually. In
any instances, this step proves to be the most important step in

he process. The next step is to create a pay-off matrix. A payoff
atrix is a mechanism to represent the outcomes of each case
ecision. The payoff matrix is created by selecting values from
he scenario matrix. The last step includes looking for dominant
trategies and NE. A dominating strategy is a decision that is
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Fig. 2. Methodology for identifying suitable model using game theory.
favorable. A NE depicts the ideal state of a downhole problem
in which optimal decisions are made. The methodology for the
prediction of downhole problems is depicted in Fig. 2.

5.7.1. Game theory and adversarial learning
In machine learning, adversarial learning and game theory

are two distinct approaches. The mathematical framework of
game theory is used to analyze and model the strategic decision-
making of multiple agents or participants, each with their own
preferences and objectives. In contrast, adversarial learning is
a machine learning technique in which a model is trained to
perform well in the presence of an adversarial attack. While
both approaches entail strategic decision-making and can be ap-
plied to similar circumstances, their underlying objectives and
methodologies are distinct. Game theory is used to analyze and
model interactions between agents and to determine the optimal
strategies for each participant in a given scenario. In contrast,
adversarial learning is used to train models that are resistant to
attacks by malignant agents (Zhou et al., 2019).

5.8. Effectiveness of big data analytics and its economic benefits

In recent years, the effectiveness of big data analytics in the oil
and gas industry has been widely acknowledged as it has evolved
into a crucial instrument for enhancing operational efficiency and
lowering costs. With the increase in data generated by sensors
and other sources during exploration, drilling, and production,
big data analytics has enabled businesses to obtain operational
insights and make data-driven decisions.

According to the case study (Santos et al., 2023), an oil com-
pany needed to optimize their workover rig scheduling to min-
imize costs and production losses. The study developed a data-
driven optimization methodology using text mining, clustering,
and regression modeling to predict workover duration and opti-
mize rig schedules. Computational experiments showed superior
performance and improved prediction accuracy, with solutions
deviating less than 10% and requiring less rescheduling compared
to the company’s current methodology.
5873
By implementing best safety practices initiatives detected by
an automated drilling condition detection monitoring service,
(Duffy et al., 2017) improved the drilling rig’s efficacy. In their
case study on pad drilling in the Bakken formation, they focused
on W2 W connection time during drilling operations. According
to their findings, a single cluster of nine wells drilled with the
same equipment saved more than 11.75 days. In addition, overall
non-drilling time was reduced by 45 percent.

Big Data was used to construct a methodology to investigate
the effects of completion parameters on well productivity in a
study conducted by (Khvostichenko and Makarychev-Mikhailov,
2018). They collected data from 4,500 wells receiving slick water
treatment. They studied the effects of two distinct compounds,
linear guar gels and flow back aides based on surfactants. In
addition, they extracted the monthly production figures from the
IHS Energy databases. The t-test was adopted to evaluate the
data statistically.

5.9. Opportunities and critical challenges

There are numerous opportunities for big data analytics to
enhance the oil and gas industry, as well as significant obstacles
that must be overcome to ensure a successful implementation.
One opportunity is the ability to monitor equipment in real
time and anticipate potential issues in advance, thereby reducing
downtime and boosting productivity. The methodology flowchart
for detecting downhole drilling problems is given in Fig. 3. More-
over, big data analytics can enhance the precision of reservoir
modeling and optimize production processes. Utilizing big data
analytics can also result in cost savings by identifying operational
inefficiencies and reducing wasteful expenditures.

6. Conclusions

This paper presents a framework for predictive big data ana-
lytics to forecast and investigate downhole problems within the
oil and gas industry. The adoption of data recording sensors in
exploration, drilling, and production processes has resulted in the
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Fig. 3. Methodology flowchart for detecting downhole drilling problems.
ransformation of the industry into a data-intensive sector that
as rapidly generated vast quantities of diverse data. A variety
f big data methodologies were investigated to determine the
aradigm shift in data storage and processing, thereby facilitating
he identification of downhole challenges such as pipe sticking,
og leg, and pipe failure. Various established predictive models
ere evaluated using risk prediction windows to identify up-
oming irregularities for the prevention of accidents. The best
redictive model for identifying downhole problems was deter-
ined using game theory. The economic benefits of big data
nalytics in the oil and gas industry cannot be overstated, as it can
elp reduce costs, increase efficiency, and enhance safety. How-
ver, a number of significant obstacles, including the complexity
f data, a scarcity of qualified personnel, and data privacy con-
erns, must be overcome for successful implementation. Future
esearch could investigate the use of machine learning algorithms
nd artificial intelligence to enhance the predictive accuracy of
odels and decision-making in the industry. To realize its max-

mum potential, additional research could be conducted on the
mplementation of big data analytics in other oil and gas industry
ectors, such as refining and distribution.
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